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Abstract

Artificial intelligence has recently been incorporated into medicine to improve patient care, speeding up
processes and allowing for greater precision. However, there is a global concern regarding the ethical
and legal consequences and commitments involved in using this tool. In this context, this integrative
review aimed to map evidence about the ethical and legal implications of using artificial intelligence
in medicine based on studies on the subject. The use of this technology in the health area resulted in
a disruptive scenario, and, therefore, it urgently needs to be regulated in all subareas ethically and
responsibly. More studies are required from stakeholders to continue addressing the issue of data
privacy and protection through global agreements and transdisciplinary pacts.
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Resumo

Inteligéncia artificial e suas implicacoes éticas e legais: revisio integrativa

Recentemente, a inteligéncia artificial passou a ser incorporada na medicina para melhorar o atendi-
mento ao paciente, acelerando processos e permitindo maior precisdo. Entretanto, h4 uma preocupa-
cdo global quanto as consequéncias e comprometimentos éticos e legais que envolvem o uso dessa
ferramenta. Nesse contexto, esta revisio integrativa teve o objetivo de mapear evidéncias acerca de
implicacOes éticas e legais do emprego de inteligéncia artificial na medicina com base em estudos sobre
o tema. Constatou-se que o uso dessa tecnologia na area da salde resultou em um cenério disrup-
tivo e que, portanto, ela precisa ser urgentemente regulamentada em todas as subareas de forma ética
e responsavel. E necessario mais trabalho das partes interessadas para continuar a abordar a questao
da privacidade e da protecao dos dados por meio de acordos mundiais e pactos transdisciplinares.

Palavras-Chaves: Inteligéncia artificial. Bioética. Jurisprudéncia.

Resumen

La inteligencia artificial y sus implicaciones éticas y legales: revision integradora

Recientemente, la inteligencia artificial se ha incorporado a la medicina para mejorar la atencion al
paciente, agilizando los procesos y permitiendo una mayor precision. Sin embargo, existe una preocu-
pacién mundial respecto a las consecuencias y compromisos éticos y legales que implica el uso de esta
herramienta. En este contexto, esta revision integradora tuvo el objetivo de mapear evidencias acerca
de las implicaciones éticas y legales del empleo de inteligencia artificial en la medicina con base en estu-
dios sobre el tema. Se constat6 que el uso de esta tecnologia en el &mbito de la salud resultd en un esce-
nario disruptivo y que, por lo tanto, urge regularla en todas las subareas de forma ética y responsable.
Es necesario que las partes interesadas trabajen mas para seguir abordando la cuestion de la privacidad
y de la proteccién de datos por medio de acuerdos mundiales y de pactos transdisciplinarios.

Palabras clave: Inteligencia artificial. Bioética. Jurisprudencia.
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Artificial intelligence (Al), a term coined in 1955 ¢,
is described by computer scientist John McCarthy
as the combination of science and engineering
to make intelligent devices for human welfare,
as Rupali and Amit? pointed out. During the 20th
century, Al began to be adopted in several areas,
including healthcare, such as the Robodoc in 19923
and the first surgical robot, the DaVinci, in 19974

Therefore, technological progress in healthcare
presents correspondence, i.e., reciprocity between
the actors in the process. On the one hand,
it benefits the patient by providing solutions to a
problem or disease. On the other hand, it enables
healthcare professionals to optimize protocols,
standardize methods and technical instruments,
and analyze data more efficiently®.

However, to implement an innovation in the
healthcare field, access to personal patient records
is necessary for training models, which, since it
does not please people who value their privacy,
acts as an obstacle to the practical implementation
of Al. Therefore, the correct use of data, privacy,
and biases fall under the ethics of Al®.

A significant challenge that the medical
community faces when using Al is that the very
tools used to generate models associated with
healthcare to improve public health are also
used by different industries. Such use by the
industry can negatively affect public health by
influencing human behavior through machine
learning (ML) algorithms to comb through
databases generated by human interaction
with computers in everyday life. Therefore, it is
essential to understand the strengths, limitations,
opportunities, ethical challenges, and risks of Al
related to health’.

Bioethics establishes universal and mandatory
ethical principles, standards, and rules for all
humanity. It is an interdisciplinary and second-
order discipline that broadens its theme,
considers complex and interdisciplinary problems,
and welcomes diverse perspectives®. Thus,
considering the advancement of research using Al
in the health area, the question arises: what are
the main ethical and legal implications of Al in the
health area? Therefore, this integrative review
aims to map the evidence regarding the ethical and
legal implications of Al in health.

Method

This integrative literature review used the
PubMed and IEEE Xplore databases and included
articles published between 2018 and 2023.
The search strategy adopted combined the
descriptors “artificial intelligence and ethical issues
and legal aspects and health” for the PubMed
database and “artificial intelligence and ethical
issues and health” for the IEEE Xplore database.

Results

The search identified 149 results, 98 from
PubMed and 51 from IEEE Xplore. After reading
the 149 titles and abstracts, 16 articles were pre-
selected for full-text reading. Two were excluded,
one for not reporting ethical and/or legal aspects
and the other for being a recommendation
(Figure 1). After the exclusions, 14 articles from
10 countries were selected for qualitative analysis,
as illustrated in Table 1.

Figure 1. Diagram of the articles included and excluded, according to the criteria established in the search

Publications identified in the databases
(n=149)
v
Publications after the removal of duplicates
(n=148)
v

Full articles assessed for eligibility
(n=16)
v
Articles included in the review
(n=14)

| e e

Full article excluded and reasons for exclusion (n=2)
Did not report legal and/or ethical aspects (n=1)
Recommendation (n=1)
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Type of technology using attificial intelligence

Al and its machine learning (ML) algorithms offer
new promise for personalized biomedicine and more
cost-effective healthcare, with impressive technical
capabilities to mimic human cognitive capabilities®.
Al can help in disease diagnosis, drug discovery,
epidemiology, individual care, and operational
efficiency in medical and hospital settings %.

The included publications point to different
types of Al in different healthcare fields. Regarding
the use of Al in robotic surgery, O’Sullivan and
collaborators ¥ state that the successful development
of reliable, state-of-the-art autonomous surgical
robots is a challenge, and seeking acceptance
and approval for their use is a multifaceted issue.
For the authors, a more obvious concern concerns
the consequences involving patient death
or disability resulting directly from a surgical error.

Morris and collaborators ** add that transparency
and responsibility are fundamental to implementing
Al in surgical decision-making and robotic surgery.
The authors emphasize that while the influence
of technology applied to surgery is undeniable,
discussing ethical standards, regulatory policies,
and financial forces to maximize its potential
is required.

Another type of Al inserted into people’s daily
lives is ChatGPT (OpenAl), a large language
model and Al chatbot. Wang and collaborators
state that its remarkable ability to access and
analyze large amounts of information allows it to
generate, categorize, and summarize texts with
high coherence.

Machine learning is an Al branch in which
computational algorithms are built from data
learning 2. Recent advances in ML software
algorithms and the availability of powerful
computing hardware resources have resulted in a
significant expansion in the potential application
of AI/ML in several areas of medicine. Despite
the enthusiasm and these anticipated potentials,
the application of Al/ML in daily clinical practice
remains scarce, which can be attributed to
technical challenges, such as integration into the
clinical workflow?.

Naik and collaborators 2 present an artificial
neural network (ANN) as a conceptual framework
for developing Al algorithms. It is a model of the

human brain composed of an interconnected
network of neurons connected by weighted
communication channels. Al uses various
algorithms to find complex non-linear correlations
in massive data sets.

Deep learning (DL) is a type of Al that allows an
algorithm to classify and group data independently.
Rather than being explicitly programmed to pay
attention to specific attributes or variables, these
algorithms can develop the ability to recognize
patterns ** with exposure to data.

Although these technologies are promising,
their widespread application has been limited in
the medical domain, and ethical challenges and
concerns regarding patient privacy, legal liability,
reliability, and fairness have altered expectations.

Ethical aspects

According to Morris and collaborators !,
the use of Al should be based on the ethical
principles and challenges involved in the
physician-patient relationship, health systems,
and local communities. In this sense, Drabiak
and collaborators?’ state that, as it becomes
increasingly prominent in health care, Al/ML
raises a multitude of concerns about its impact
on how physicians practice medicine.

These concerns are centered on issues related
to automation bias and deskilling. Automation bias
occurs when physicians over-rely on Al/ML and
reduce their personal efforts to verify machine
results, creating risks to patient safety’. Another
issue regarding current ML tools in healthcare is
cases in which algorithms advise surgical decisions
in real-time in the operating room. Hence, doubts
arise as to whether the liability lies with the
surgeon or the developer of the ML tool 1.

Indeed, according to data found in a
bibliometric analysis, the main aspects found in
the literature on ethics in Al are those generally
identified in Al-based systems, with safety
assuming prominent relevance. Two major
application sectors appear mainly associated
with ethics in Al: medical and autonomous
driving (including robotics). As a moderate
attitude, adopting traditional mechanisms to
improve ethical and legal aspects in cyber-
physical systems engineering is recommended,
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such as auditing, voluntary labeling, certification
by standards organizations, responsible licensing
of Al, and third-party auditing 2.

Morley and collaborators ** point out that the
legal challenge of allocating liability in medical
error cases is an example of a frequent problem.
Thus, legislative and regulatory discussions
depend directly on understanding the issues at
each stage of Al implementation—for example,
data collection, training, and deployment—
and how these risks and burdens will be distributed
across society.

The ability to trace blame back to the
manufacturer is allegedly threatened by machines
that can operate according to non-fixed rules
and the ability to learn new behavior patterns.
This difficulty is cause for alarm, as it threatens
both the moral framework of society and the
foundation of the idea of liability in law. Thus,
using Al may result in no one being held
accountable for any harm caused *°.

Fairness is a fundamental concern of equity and
equality and constitutes another issue involving
ethics in the use of Al. Stewart, Wong and Sung
highlight the risk of unrepresentative data that
consolidate and exacerbate health disparities,
underestimating or overestimating risks in certain
patients and populations. Reducing bias in Al is
therefore necessary to promote better and more
equitable health outcomes.

Legal aspects

Al/ML systems require a large volume of data
for training and validation, and ownership and
consent for using and protecting this data are
critical issues. According to Stewart, Wong and
Sung ', using Al and confidential information
should always be based on consent or legally
justified alternatives, which require that people’s
rights be considered and protected against
privacy-related harms, such as reputational
damage and exposure to ridicule or hatred.

Considering that Al is being introduced
exponentially in healthcare, Carter and collaborators
conclude that there is no clear regulator, no clear
trial process, and no clear accountability trail*4
on the subject. The authors view this situation as
a regulatory vacuum, i.e., virtually no court has

developed rules specifically addressing who should
be held legally responsible if Al causes harm.

Despite this, there is an ongoing debate about
whether Al fits within existing legal categories
or whether a new category with its special
features and implications should be developed %.
The limitation of algorithmic transparency
is a concern that has dominated most legal
discussions on Al.

Data protection

In addition to the general legal aspects of
using Al, it is essential to highlight that there is
also a need to control the use of personal data,
including in the health area, especially with the
use of ML. An adequate data representation in
this type of Al provides better performance .
DL, in turn, focuses on creating neural network
models capable of making data-driven decisions
and is particularly suitable for contexts with a
large set of data available ?.

Dourado and Aith?® point out that Law
13,709/2018 was enacted in the Brazilian
scenario, establishing the legal system'’s
explanation and review of automated decisions.
This seeks to guarantee data security and
protection, the fundamental rights of freedom
and privacy, and the free formation of individual
personality. Likewise, other supranational entities
have created specific legislation for this issue.

In the case of the European Union, Goddard %
points out that the General Data Protection
Regulation (GDPR) was established. This
regulation applies to all member states of the bloc
and covers all residents, regardless of the data
processing location. It has the following general
principles: fairness and lawfulness, purpose
limitation, data minimization, accuracy, storage
limitation, and integrity and confidentiality.

In the case of Asian countries, while South
Korea has had laws and regulations on data
privacy for two decades, it has received
greater legislative attention with the Personal
Information Protection Act, which has boosted
issues related to data privacy *°. The structure of
this law is generally similar to the GDPR of the
European Union 3%,

In Oceania, Australia’s privacy principles
are based on the Organization for Economic

Research w

http://dx.doi.org/10.1590/1983-80342023729EN

Rev. bioét. 2024; 32: e3729EN  1-15




Research J

Artificial intelligence and its ethical and legal implications: an integrative review

Cooperation and Development’s Guidelines on
the Protection of Privacy and Transborder Flows
of Personal Information. However, there is no
specific law on privacy in the country 2. In Africa,
there is variation between countries, so some
offer little or no protection policy, while others
have extensive digital governance frameworks 3.

Concerning the American continent, the United
States follows a sectoral approach to data
protection and privacy, with no comprehensive
legislation but legislation that protects within
specific contexts, such as in health, education,
communications, and others 34,

Brazilian Artificial Intelligence Strategy

Given the development of Al and the
emergence of concerns among countries about
this new technology and its potential advantages
and consequences, in 2020, Brazil defined Al as a
priority concerning innovations, research projects,
and technology development %,

In this context, aiming to guide the actions
of the Brazilian State in the development and
stimulation of research, innovation, solutions,
actions, and the conscious and ethical use of Al,
the Brazilian Artificial Intelligence Strategy (EBIA)
was created, which aims to enhance the
development and use of technology to promote
scientific advancement and solve specific problems
in the country, identifying priority areas in which
there is greater potential for obtaining benefits %.

The document is based on nine thematic axes *:
e Four transversal axes, which refer to legislation,

regulation, and ethics; Al governance;

and international aspects; and

e Five vertical axes, comprising education,
workforce and training, RD&lI (research,
development, and innovation projects)
and entrepreneurship, application in the
productive sectors, and application in the
public power and public security.

The strategy is based on five principles defined
by the Organization for Economic Cooperation
and Development (OECD), whose guidelines
are ensured by Brazil, aiming at the responsible
management of Al systems :

e Inclusive growth, sustainable development,
and well-being;

e Human-centered values and equity;

e Transparency and explainability;

e Robustness, security, and protection; and

e Accountability.

In addition, the document states that,
depending on the application of Al and the
associated risks, the idea of accountability imposes
the need to establish governance structures in Al.
This seeks to ensure the adoption of principles
for trustworthy Al and the establishment of
mechanisms for its observance, which are,
according to the document * itself:

e Designating specific individuals or groups
within an organization to promote compliance
with the principles;

e Adopting measures to increase internal
awareness of the need for such compliance,
including through guidance and training; and

¢ Implementing an escalation process through
which employees can raise compliance
concerns and resolve those concerns.

In addition, there is a challenge in structuring
a governance ecosystem for using Al, both in
the public and private sectors. To address this,
EBIA mentions the following strategic actions *:

e Structure governance ecosystems for the use
of Al in the public and private sectors;

e Encourage data sharing, as per the General
Data Protection Law (LGPD);

e Promote the development of voluntary
and consensual standards to manage risks
associated with Al applications;

e Encourage organizations to create data review
boards or ethics committees concerning Al;

e Create an Al observatory in Brazil that can
connect to other international observatories;

e Encourage the use of representative datasets
to train and test models;

e Facilitate access to open government data;

e Improve the quality of available data to
facilitate the detection and correction of
algorithmic biases;

e Encourage the dissemination of open-source
code capable of verifying discriminatory trends
in datasets and ML models;
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o Develop guidelines for drafting the Data
Protection Impact Reports (RIPD);

e Share the benefits of Al development to the
greatest extent possible and promote equal
development opportunities for different
regions and industries;

e Developeducational and awareness campaigns;

e Stimulate social dialogue with multisectoral
participation;

e leverage and encourage accountability
practices related to Al in organizations and

e Define general and specific indicators by sector
(agriculture, finance, health, etc.).

In 2021, the World Health Organization
(WHO) ®” published guidance establishing six
fundamental principles to promote the ethical use
of Al for health: 1) protect autonomy; 2) promote
human well-being, human safety, and the public
interest; 3) ensure transparency, explainability,
and intelligibility; 4) promote responsibility
and accountability; 5) ensure inclusiveness and
equity; and 6) promote Al that is responsive
and sustainable.

To implement these principles and obligations,
all stakeholders, whether designers and
programmers, providers and patients, or ministries
of health and information technology, must
work together to integrate ethical norms into
all phases of technology development (design,
development, and deployment) %,

Discussion

The use of new technologies raises
concerns about the risks associated with their
implementation, with the possibility of data
breaches and inaccuracies being a significant
concern. As technology continues to evolve, there
is an increasing need to ensure data protection
and accuracy. Security breaches can significantly
impact individuals and organizations, leading
to financial losses, image damage, and privacy
compromise. Thus, it is essential to understand
the risks of using new technologies and take
appropriate measures to minimize them.

According to O’Sullivan and collaborators %,
current approaches lack explicit declarative

knowledge and, therefore, transparency. In the
medical domain, such a lack of transparency
does not promote trust and acceptance of
robotic surgery among physicians. Thus, there
is a need for work among stakeholders to
continue to address privacy and data protection
issues, as there is a gap concerning the clinical
application of Al.

In addition, existing instruments, such as tort
or privacy laws, products, etc., could be adapted
to mitigate harm. The conclusions of Morris
and collaborators!! corroborate issues involving
legal aspects, liability, and accountability.
According to the authors, legal gaps contribute
significantly to the hesitancy in integrating Al into
surgical practice.

Regarding data protection, Amann and
collaborators 2 state that personal health data
can only be legally processed after the individual’s
consent. In the absence of general laws that
facilitate the use of personal data and information,
informed consent is the standard for the current
use of patient data in Al applications. However,
Masoumian Hosseini and collaborators? state
that data collection, as recommended by
the Personal Data Protection and Electronic
Documents Act of Canada and the GDPR, may
harm Al technologies.

From a legal perspective, data acquisition,
storage, transfer, processing, and analysis must
comply with all laws, regulations, and other
legal requirements. In addition, the law and
its interpretation and implementation must
constantly adapt to the evolution of the state of
the art of technology *2.

For Carter and collaborators **, a commonly
observed problem in ML systems is bias in
outcomes stemming from bias in the training
data. Human choices can distort Al systems to
operate in discriminatory or exploitative ways,
as it is well recognized that both healthcare and
evidence-based medicine are biased against
disadvantaged groups.

Similarly, Drabiak and collaborators? cite
concerns that Al/ML-driven technologies may
exacerbate racial and gender inequity due to
inherent bias in the training process and lack of
prediction transparency. Carter and collaborators *#
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argue that once Al becomes institutionalized in
systems, it can be difficult to reverse its use and
consequences, and therefore, due diligence is
needed before implementation.

Wang and collaborators®* recommend the
creation of a medical Al ethics committee to
review ethics and governance with clarification
to guide values, incorporate human values and
norms, and translate ethical theories and norms
into algorithms and operational protocols that
can be regulated. In this context, Reddy *® adds
that adapting general Al regulations to healthcare
requires a thorough understanding of the ethical
principles that guide the sector, such as autonomy,
beneficence, non-maleficence, and justice.

According to Wang and collaborators 13,
there should be consensus on the importance of
data fairness as a basis for achieving fairness in
medical Al from multidisciplinary perspectives.
However, there are substantial discrepancies in
fundamental aspects such as concept, influencing
factors, and implementation measures of fairness
in medical Al. Consequently, future research
should facilitate interdisciplinary discussions to
bridge the cognitive gaps between different fields
and improve the practical implementation of
fairness in medical Al.

From an ethical perspective, Al technologies
must be developed and used to respect patient
autonomy, confidentiality, and respectability.
This can only be done if the processes are
transparent, fair, and impartial and individuals
have control over their knowledge ¥’.

In this context, the WHO highlights that,
although technical designers and developers play
a crucial role in developing Al tools for use in
health, no certification or licensing process like
that is required for health professionals. Therefore,
it is not enough to simply appeal to individuals

to uphold ethical values such as repeatability,
transparency, fairness, and human dignity.
Thus, a process-oriented approach is required,
not solutions-oriented, that meets the needs of
stakeholders following the moral and social values
embodied in human rights %,

As a limitation of the study, it can be mentioned
that no scientific databases other than PubMed
and IEEE Xplore were investigated, as well as the
gray literature, which may have contributed to
excluding studies and documents relevant to the
research. However, the two databases used were
sufficient to map important information on the
subject and point out the current insufficiency of
laws and guidelines that regulate the use of Al in
the health area with the efficiency and security
necessary for the proper protection of managers
and users of this technology.

Final considerations

Al in healthcare can already be considered
a disruptive scenario and, therefore, needs to
be regulated ethically and responsibly in all sub-
areas. A possible solution in the short term would
be individual training through the training of
professionals in the field and patients to improve
the understanding and control of Al tools.

Appropriate algorithms based on unbiased real-
time data must avoid data bias. Thus, stakeholders
must continue to work on addressing data privacy
and protection through global agreements and
transdisciplinary pacts.

Robust evidence on the ethical and legal
implications of using Al in healthcare is still
insufficient to guarantee the safe implementation
of this technology in the various sub-areas of Al in
healthcare settings in a globalized world.
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